Practice Exam 4
Coffee drinkers often claim that the caffeine in the coffee makes them more alert. A researcher wonders if this enhanced alertness is a merely an illusion or if caffeine actually makes people more alert. To test the effect of caffeine on alertness the researcher asks people to drink one cup of caffeinated coffee, one cup of plain water, one cup of caffeinated water, or one cup of decaffeinated coffee. After drinking the beverage each participant was given an electroencephalogram (EEG). The researcher hypothesized that the caffeinated beverages would result in greater electrical activity than the non-caffeinated beverages. 

1) Which of the following would be most likely to reduce the individual differences in this study? 
a. Only use people in the study who are between the ages of 25 and 35 rather than 25 and 75. 
b. Increase the amount of beverage participants drink from one cup to two cups. 
c. Have experienced EEG technicians collect data rather than train students to administer an EEG. 

d. Including as many different types of people as possible in the study (i.e., men and women; people from different regions of the country; etc.)
2) Which of the following would be most likely to increase the individual differences in this study? 

a. Only use people in the study who are between the ages of 25 and 35 rather than 25 and 75.
b. Increase the amount of the beverage participants drink from one cup to two cups. 
c. Have experienced EEG technicians collect data rather than train students to administer an EEG. 
d. Including as many different types of people as possible in the study (i.e., men and women; people from different regions of the country; etc.)
3) Which of the following sources of variance contribute to within group variance (error variance)?

a. Treatment effects

b. Individual differences

c. Measurement error

4) Would researchers rather increase or decrease within group variance? 

a. Increase

b. Decrease

5) Which of the following would most likely reduce the measurement error variance in this study? 

a. Do NOT establish a standard procedure for measuring alertness.
b. Obtain a large sample of participants who represent the population with regards to age, height and weight. 

c. Increase the amount of the beverage participants drink from one cup to two cups. 

d. Have experienced EEG technicians collect the EEG data rather than train students to collect the EEG data. 

6) Which of the following would increase the treatment effect variance in this study? Choose all that apply. 

a. Make sure that none of the participants in the study have had any caffeine in the past 2 weeks.

b. Obtain a large sample of participants who represent the population with regards to age, height and weight. 

c. Increase the amount of the beverage participants drink from one cup of caffeinated coffee, plain water, caffeinated water, or decaffeinated coffee to two cups of these respective beverages. 
d. Have experienced EEG technicians collect data rather than train students to administer an EEG. 

7) Would researchers rather increase or decrease between group variance? 

a. Increase

b. Decrease

8) If caffeine has no effect on alertness, what should the value of the F ratio be close to?
a. 0

b. 1

c. The population mean for the EEG

d. It depends on the number of degrees of freedom in the study

The researcher studying the effects of caffeine on alertness did a study and found that consumption of caffeine had no effect on EEG readings. In the next study she assesses participants’ perception of the effect of caffeine on alertness. In the first study participants drank caffeinated coffee, plain water, or decaffeinated coffee and were told what they were drinking. In the second study participants drank the same beverages but were all told that the beverage contained caffeine. After consuming one cup of the beverage, participants rated their mental alertness on a scale from 1-100 with higher numbers indicating greater mental alertness. The results of the two studies are as follows: 
	Study 1: Told whether it contained caffeine or not
	
	Study 2: Told that the beverage contained caffeine

	Group 1: Water
	Group 2: 
Decaf
	Group 3: Coffee
	
	Group 1: Water
	Group 2: 
Decaf
	Group 3: Coffee

	41
	52
	80
	
	75
	73
	78

	43
	54
	82
	
	77
	75
	80

	45
	56
	84
	
	79
	77
	82


9) Which study will produce the larger Mean Square Error (also called the Mean Square Within Treatment)?

a. Study 1
b. Study 2

c. They should be the same

10) Which study will produce the larger Mean Square Between Treatments?

a. Study 1

b. Study 2

c. They should be the same

11) Which study will produce the larger F-value?

a. Study 1

b. Study 2

c. They should be the same

12) Which study will have a larger critical value of F?

a. Study 1

b. Study 2

c. They should be the same

Complete the following ANOVA summary table.  NOTE, this summary table did NOT come from the previous studies on Caffeine. 
Source



SS


df


MS

F
Between Treatments

140


4


_____

Within Treatments

_____


______

_____



Total



840


39


13) How many levels does the independent variable have?

14) How many people were in the experiment?

15) How many people were in each group in the experiment (assume that there equal numbers in each group)?

16) What is the value for SSwithin?
17) What is the value for dfwithin?
18) What is the value for MSbetween?
19)  What is the value for MSwithin?
20) What is the value for F?
21) What is the value for Eta squared (η2)?
22) Is the effect size small, medium, or large?

a. Small

b. Medium

c. Large
23) What is the critical value for this F (use alpha of .05)?
24) Should you reject or fail to reject the null hypothesis?

a. Reject the null hypothesis

b. Fail to reject the null hypothesis

25) Do post-hoc tests need to be done?
a. Yes

b. No

26) Which of the following would be the correct way to preset the statistical information for this ANOVA?

a. F ( 4, 35) = 1.75, p > .05, MSE = 20.00, η2 = .17
b. F ( 4, 39) = 1.75, p > .05, MSE = 20.00, η2 = .17
c. F ( 4, 35) = 1.75, p > .05, MSE = 700.00, η2 = .17
d. F ( 4, 35) = 1.75, p > .05, MSE = 700.00, η2 = .17
27) Which of the following contribute to between treatments variance for a single-factor independent- measures ANOVA? Circle all that apply. 

a. Error

b. Individual Differences

c. Treatment effects

d. Homogeneity

28) Which of the following contribute to within treatments variance for a single-factor independent measures ANOVA? Circle all that apply. 

a. Error

b. Individual Differences

c. Treatment effects

d. Homogeneity
29) A student does an ANOVA and finds that little girls spent more time playing with dolls than boys, F (1, 32) = 9.00, p = .02. The students supervisor suggests that the student reports a t-test rather than an F. What would the value of the t be?

a. 9

b. 3
c. 18
30) If the student did a t-test, what would the p value be for that test? 
a. .02

b. .01

c. There is no way to tell based on the information provided. 

31) True or False. F ratios are always positive.
32) An educational psychologist compares test scores for three different groups of students and reports the following results F(2,57) = 1.65, MSE = 60, p > .05. Use this information to complete the ANOVA summary table below:

Source


SS

df

MS

F
Between Treatments
_____

______
_____

______
Within Treatments

_____

______
_____


33) 
Total


______
______


33) How many levels does the independent variable have?

34) How many people were in the experiment?

35) Compute SSwithin
36) Compute dfwithin
37) Compute MSbetween
38)  Compute MSwithin
39) A researcher collected data on college students’ satisfaction with the college they were currently attending.  He asked several students from various class years to indicate the degree of their satisfaction using th e following likert scale: 1 = very unsatisfied to 10 = very satisfied.  The researcher wanted to compare college seniors, college juniors, and college sophomores to determine if any one of these groups was more satisfied with their college than any of the other groups.  Some of the data from this study is listed below.  Enter the data shown below into the provided spread sheet as if you were entering it into the data screen of SPSS .   You will need a coding system so be sure to indicate the coding system you use.  
A sophomore responded with a 7
A sophomore responded with a 8

A junior responded with a 6

A junior responded with a 5

A senior responded with a 9

A senior responded with a 8

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


40) The same researcher mentioned in the previous problem now wanted to determine if class year (i.e., sophomore, junior, or senior) interacted with gender (i.e., male or female) to influence students’ satisfaction with college.  He again asked students to use the 1 – 10 scale to represent the degree of their satisfaction with their college.  Some of the data from this study is listed below.  Enter the data shown below into the provided spread sheet as if you were entering it into the data screen of SPSS .   You will need a coding system so be sure to indicate the coding system you use.  

A male sophomore responded with a 6

A female sophomore responded with a 7

A male junior responded with a 5

A female junior responded with a 4

A male senior responded with a 8

A female senior responded with a 7

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


The SPSS output below is from a one way ANOVA.  Use the output to answer questions 41-21. 

A researcher compared the Math SAT scores of students from four different regions of the country to determine if any of them had significantly better Math SAT test scores.   The results are shown below.  
	Descriptive Statistics

	Dependent Variable:MathSAT

	Region
	Mean
	Std. Deviation
	N

	Midwest
	519.53
	61.936
	144

	South
	491.45
	65.490
	227

	West
	512.39
	66.634
	137

	Northeast
	510.97
	71.957
	262

	Total
	507.07
	68.027
	770


	Tests of Between-Subjects Effects

	Dependent Variable:MathSAT

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.
	Partial Eta Squared

	Corrected Model
	85611.307a
	3
	28537.102
	6.294
	.000
	.024

	Intercept
	1.842E8
	1
	1.842E8
	40628.932
	.000
	.981

	Region
	85611.307
	3
	28537.102
	6.294
	.000
	.024

	Error
	3473099.181
	766
	4534.072
	
	
	

	Total
	2.015E8
	770
	
	
	
	

	Corrected Total
	3558710.488
	769
	
	
	
	

	a. R Squared = .024 (Adjusted R Squared = .020)

	Multiple Comparisons

	MathSAT

Tukey HSD

	(I) Region
	(J) Region
	Mean Difference (I-J)
	Std. Error
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Midwest
	dimension3
	South
	28.09*
	7.174
	.001
	9.62
	46.56

	
	
	West
	7.15
	8.036
	.810
	-13.54
	27.84

	
	
	Northeast
	8.57
	6.985
	.610
	-9.42
	26.55

	South
	dimension3
	Midwest
	-28.09*
	7.174
	.001
	-46.56
	-9.62

	
	
	West
	-20.94*
	7.285
	.022
	-39.69
	-2.18

	
	
	Northeast
	-19.52*
	6.106
	.008
	-35.24
	-3.80

	West
	dimension3
	Midwest
	-7.15
	8.036
	.810
	-27.84
	13.54

	
	
	South
	20.94*
	7.285
	.022
	2.18
	39.69

	
	
	Northeast
	1.42
	7.099
	.997
	-16.86
	19.70

	Northeast
	dimension3
	Midwest
	-8.57
	6.985
	.610
	-26.55
	9.42

	
	
	South
	19.52*
	6.106
	.008
	3.80
	35.24

	
	
	West
	-1.42
	7.099
	.997
	-19.70
	16.86

	

	

	MathSAT

	Tukey HSDa,b,c

	Region
	N
	Subset

	
	
	1
	2

	South
	227
	491.45
	

	Northeast
	262
	
	510.97

	West
	137
	
	512.39

	Midwest
	144
	
	519.53

	Sig.
	
	1.000
	.627

	

	

	

	


41. Should the null hypothesis be rejected for this study?

42. Explain how you can make this determination without knowing the F-critical value.

43. What is the effect size of this study? Was it small, medium, or large?  
44. What three sources of variability contribute to the size of the MSBT?
45. What two sources of variability contribute to the size of the MSWT?
46. Finally, summarize the results of this study.
The following table contains the cell and marginal means from a 2-way ANOVA.  Use the following table to answer 47 and 48 questions.  The DV is each student’s percent correct score on a grade appropriate reading test (i.e., 3rd graders took a test designed for 3rd graders and 6th graders took a test designed for 6th graders.






           Teaching Method
	
	Method A
	Method B
	Marginal Means

	3rd Grade
	75
	77
	

	6th Grade
	74
	80
	

	Marginal Means
	
	
	




DV = percent correct on a standardized reading test
47. Write the numbers that are being compared for each of the following effects.

a) The numbers being compared for the effect of Teaching Method
b) The numbers being compared for the effect of Grade Level of Student
c) The numbers being compared for the interaction between Teaching Method and Grade Level of Student
48. By looking at the above table you should be able to determine which main effect has the best chance of rejecting its null hypothesis? Explain your reasoning.
Use the following paragraph and the SPSS output below to answer questions 49 through 55.  
A financial aid researcher for a state senator from a Midwestern state compared additional fees college students had to pay to colleges.  Specifically, he analyzed how additional fees differed by Region of the country (i.e., Midwest vs. South) and type of institution (i.e., Public college vs. Private college).  The SPSS output from this analysis is below.  The DV is the number of dollars students had to pay in additional fees per semester.
	Descriptive Statistics

	Dependent Variable:additionalfees

	Region
	PrivatePublic
	Mean
	Std. Deviation
	N

	Midwest
	dimension2
	public
	401.97
	327.238
	93

	
	
	private
	218.61
	187.930
	194

	
	
	Total
	278.03
	256.261
	287

	South
	dimension2
	public
	386.14
	292.958
	104

	
	
	private
	324.77
	263.464
	174

	
	
	Total
	347.73
	275.953
	278

	Total
	dimension2
	public
	393.61
	308.915
	197

	
	
	private
	268.81
	232.616
	368

	
	
	Total
	312.32
	268.174
	565


	Tests of Between-Subjects Effects

	Dependent Variable:additionalfees

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.
	Partial Eta Squared

	Corrected Model
	3.045E6
	3
	1014895.726
	15.176
	.000
	.075

	Intercept
	5.670E7
	1
	5.670E7
	847.801
	.000
	.602

	Region
	260957.132
	1
	260957.132
	3.902
	.049
	.007

	PrivatePublic
	1915328.639
	1
	1915328.639
	28.641
	.000
	.049

	Region * PrivatePublic
	475831.530
	1
	475831.530
	7.115
	.008
	.013

	Error
	3.752E7
	561
	66874.400
	
	
	

	Total
	9.567E7
	565
	
	
	
	

	Corrected Total
	4.056E7
	564
	
	
	
	

	a. R Squared = .075 (Adjusted R Squared = .070)


49. Describe the main effect of Region in APA style.

50. Describe the main effect of Institution Type in APA style.

51. Describe the interaction of Region and Institution Type in APA style.   

52. Graph the main effect of Region.

53. Graph the interaction between Region and Institution Type.
Pick the correct statistic

For the following problems choose the correct statistical test. 

a. z-score for locating a single score

d.  z-score for locating a sample mean

b. single sample t




e.  independent measures t




c. related/repeated measures t


f.  independent measures ANOVA







g. two-way ANOVA


54. A psychologist is interested in the effects of social pressure on conformity behaviors.  To investigate the phenomena, she has subjects first sit in a room alone and judge the length of a line.  Then she has them sit with confederates who state that the line is much longer than it really is.  After the confederates have made their estimates of line length, the subject makes his/hers.  The mean length given when they are alone is 5 with a standard deviation of 1.1.  The mean length given when they are in a room with confederates is 7 with a standard deviation of 1.9.

55. Farmer Brown was curious which of 3 types of food, Wonder Food, Miracle Grow, or Sorghum, would make cows gain the most weight.  He could maximize his profit if he used the feed that was the most effective.  But he also had to consider the cost of the food.  He would be willing to buy the most expensive feed as long as there was evidence that it was “worth the cost.”  He purchased a few bags of each type of feed.  He randomly selected 30 cows from his herd.  He then randomly assigned the cows to be feed either Wonder Food, Miracle Grow or Sorghum.  Three months later he weighted the 30 cows and compared their mean weights.

56. Executives at a large corporation hired a psychologist to evaluate two physical fitness programs with the intent of adopting one for their corporation.  The two fitness programs were creatively labeled Plan A and Plan B.  Three different work teams (employees who work together) volunteered to participant in some kind of fitness program.  These three work teams were randomly assigned to one the two different Fitness Plans.  After 6 months, the psychologist used corporation records to determine the rate of absenteeism (# of work days missed) for employees in each Plan.  

57. A researcher was interested in the relationship between the amount of sugar in a child's breakfast and the amount of inappropriate activity during morning classes (measured as the number of times the child talks out of turn and leaves their seat without permission).  The researcher obtained permission from parents to have 30 students participant in an experiment.  The researcher randomly assigned 10 students each to eat either a cereal with high, medium, or low sugar levels for a period of one month.  The researcher then paid research assistants to observe these students in their classes and record the number of times they exhibited "problem” behavior.

58. A nutrition store in the mall is selling “Memory Booster” which is a concoction of herbs and minerals that is intended to improve memory performance. To test the effectiveness of the herbal mix, a researcher obtains a sample of n = 16 people and has each person take the suggested dosage each day for 4 weeks. At the end of the four-week period, each individual takes a standardized memory test. The score form the sample produced a mean of M = 24. In the general population, the standardized test is known to have a mean of μ = 20 with a standard deviation of  σ = 11. Do the sample data support the conclusion that the Memory Booster has a significant effect?
59. From an evolutionary perspective, men should be more attractive to women who are ovulating. To determine if this is the case a researcher conducts a study in which male students come to a room to fill out questionnaires. In the room is a female student who is explicitly trained not to interact with the other students. After completing the other questionnaires, the male students are asked to rate the attractiveness of the female student on a seven point scale. Half of the male students complete the study while the female student is ovulating. The other half completes the study when the female student is not ovulating. 
60. The previous study revealed that men rated the female student as more attractive when she was ovulating. The researcher wonders if this is true for all men or if perhaps it depends on whether the male is currently in a committed relationship. To test this researcher obtains two groups of males. One group is in a committed relationship and the other group is not in a committed relationship. Otherwise, the study is identical to the one described above. The researcher finds that men who are not in a relationship rate the female student as more attractive when she is ovulating than when she is not. However, men who are in a relationship do not rate the female student as more attractive when she is ovulating. 
61. A student believes that professors gives higher grades to male students than to female students and decides to conduct a study to test this belief. The student asks 20 different faculty members to read an essay and assign a grade from 0-10. Half of the faculty members are male and half are female. In addition, half of them were told that the essays were written by a female student and half were told that the essays were written by a male student.
62. A psychiatrist designs a study to test the effectiveness of a drug for treating gambling addiction. Thirty people who believe they have a gambling problem record the number of times they gamble in two months. After the two months they begin taking the drug daily and again record the number of times they gamble in two months while taking the drug. 
63. The results of the previous study are promising and show that self-reported gambling behavior did decrease after beginning drug therapy. However, a researcher is concerned that this may be due to a placebo effect. To remedy this problem the researcher conducts a study in which gamblers are given either a drug or a placebo. After taking the drug or placebo the gamblers record the number of times they gamble in four months. 
64. An elementary education major wants to know if his students are learning the history material he is teaching.   He gave a 10 question true/false test and recorded each student’s number of correct responses out of 10.  He wants to compare the class’s mean score to 5, the value that represents the number of correct responses one would be expected to get correct if one were simply guessing. 
65. A teacher hears that childhood obesity is on the rise and wonders if the 11 year old children in her classes are more overweight than the average 11 year old. The Center for Disease Control reports that the mean Body Mass Index for 11 year old children is 17. The teacher collects data from a sample of twenty 11 year olds in her classes to determine if the students in her school are different than the national norm. 
66. Video games allow players to repeatedly tackle obstacles until they succeed. Presumably, this is analogous to the real world where people are rewarded for sticking with a task until it is done.  If this is true, it is possible that people who play video games are more persistent than people who do not play video games. To determine if this is the case, the researcher recruits 50 people to participate in her study. Twenty five of the participants are video game players and the remaining 25 are not video game players. The researcher gives everyone a survey to complete that assesses persistence. Scores on the persistence survey range between 0 and 65 with higher numbers indicating greater persistence. 
67. The researcher in the previous example found that people who played video games were more persistent than people who did not play video games. However, it was not clear if video games made people more persistent or if more persistent people chose to play video games. To answer this question another researcher conducts a different study with 30 people who do not currently play video games. At the beginning of the study all participants complete the persistence survey. Then, all participants are instructed to play video games for one hour a day for three weeks. At the end of the three weeks all participants again complete the persistence survey. 
68. A father hears of this research and is intrigued. He would like his children to be more persistent, but he is worried that playing video games may prevent children from getting sufficient physical exercise. To determine if video game playing is associated with physical exercise he asks a sample of eighteen students to indicate how many hours they spend engaging in physical exercise each week. He also asks them to indicate how often they play video games: a) not at all; b) occasionally; c) every day. 

Questions refer to the ANOVA summary table below.  

Source


SS
df
MS

F
-----------------------------------------------------------------------------------

Between Treatments
230
7




   Factor A

10
1
10.00
    
1


   Factor B

170
3
56.67
    
5.67


   A X B

50
3
16.67
    
1.67


Within Treatments
320
32
10.00



-----------------------------------------------------------------------------------

Total 


550
39


69. How many levels does factor A have?

70. How many levels does factor B have?

71. How many people participated in the experiment?

72. How many cells (treatment conditions) are in the experiment?

73. What is the critical value for the effect of Factor A (alpha = .05)?

74. Is there a significant main effect of Factor A?  

75. Do you need to do post hocs for the main effect of Factor A?

76. Compute eta squared for the effect of factor A

77. What is the critical value for the effect of Factor B (alpha = .05)?

78. Is there a significant main effect of Factor B?  

79. Do you need to do post hocs for the main effect of Factor B?

80. Compute eta squared for the effect of factor B.

81. What is the critical value for the A X B Interaction (alpha = .05)?

82. Is there a significant A X B Interaction?  

83. Compute eta squared for the A X B Interaction.
Answer Key

1. A
2. D

3. B & C
4. B

5. D

6. C

7. A

8. B

9. C

10. A

11. A

12. C

13. 5

14. 40

15. 8

16. 700

17. 35

18. 35

19. 20

20. 1.75

21. .167

22. B

23. 2.64

24. B

25. B

26. A

27. A, B, C

28. A, B

29. B

30. A

31. True

	Source
	SS
	df
	MS
	F
	η2

	Between Treatments
	
   198
	
2
	            99          
	          1.65
	         .05

	Within Treatments
	
3420
	                   57
	               60
	
	

	
Total
	
3618
	
59
	
	
	


32. 3

33. 60

34. 3420

35. 57

36. 99

37. 60

38.    Class: 1 = sophomore, 2 = junior, 3 = senior

	Class
	Rating

	1
	7

	1
	8

	2
	6

	2
	5

	3
	9

	3
	8


39.   Gender: 1 = male, 2 = female;   Class: 1 = sophomore, 2 = junior, 3 = senior

	Class
	Gender
	Rating

	1
	1
	6

	1
	2
	7

	2
	1
	5

	2
	2
	4

	3
	1
	8

	3
	2
	7


40. Yes

41. Look at the sig for the Region (i.e., the p value) if it is less than .05 reject the null hypothesis

42. .024, small

43. Region, individual difference, and error

44. Individual differences and error
45. The South had significantly lower Math SAT scores than all other regions, F (3, 766) = 6.29, p < .05, MSE = 4534.07, η2 = .02.  However, it is worth noting that the effect size of this difference was quite small. The means for each region are displayed in following table.

	Region
	Mean (SD)

	Midwest
	519.53 (61.94)

	South
	491.45 (65.49)

	West
	512.39 (66.63)

	Northeast
	507.07 (71.96)


46. A. 74.5 and 78.5; B. 76 and 77; C. The difference between 75 and 77 compared to the difference between 74 and 80

47.   The marginal means for teaching method are more different. That effect as the greatest chance of rejecting the null. 

48. The Midwest (M = 278.03, SD = 256.26)had lower additional fees than the South (M =347.73 , SD = 275.95) , F(1,561) = 3.90, p = .05, MSE = 66874.40, η2 = .007

49. Private schools (M = 268.81, SD = 231.62) had lower additional fees than public schools(M = 393.61, SD = 308.92) , F(1,561) = 28.64, p < .05, MSE = 66874.40, η2 = .049

50. In the Midwest, public schools (M = 401.97, SD = 327.24) had substantially higher additional fees than private schools (M = 218.61, SD = 187.93).  In the South public schools also had higher additional fees but the discrepancy between public schools (M = 386.14, SD = 292.96) and private schools (M = 324.77, SD = 263.46) was less pronounced in the South than in the Midwest, F ( 1,561) = 7.12, p < .05, MSE = 66874.40, η2 = .013.
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51. C

52. F

53. E

54. F

55. D

56. E

57. G

58. 2 way ANOVA

59. Repeated t

60. Independent t

61. Single t

62. Single t
63. Independent t

64. Repeated t

65. Independent ANOVA

66. 2

67. 4

68. 40

69. 8

70. 4.15

71. No

72. No

73. .03

74. 2.90

75. Yes

76. Yes 

77. .35

78. 2.90

79. No

80. .14

Grade Level of Student
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